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Preface

Sixth printing: May 2011

A long time has passed since the last update to this document. Although no fundamental
changes have been made to the system, there have been a number of important additions
and improvements to the system since 2009. Numerous bugs have been corrected and a new
user code for free-air chamber (FAC) correction calculations was added to the distribution.

e Use of arbitrary electron impact ionization (EII) cross section compilations. Added
a data base of EII cross sections based on the DWBA/PWBA theory by Bote and
Salvat.

e For backward compatibility with previous calculations, users can now request the use
of PEGS4 photon data.

e Inclusion of C++ egs_fac application with example. This user-code implements a
self-consistent algorithm for the fast calculation of FAC correction factors.

e EII cross sections printout for materials in the simulation if user requests output of the
photon cross-sections.

e Updated several GUI's to include most of the latest additions and corrected several
bugs.

Fifth printing: July 2009

There has been a huge number of changes in the system since the last printing in November
2003 that have not been properly added to the documentation. This printing is an attempt
to update this report to better reflect the state of EGSnrc, although it is far from com-
plete. The development of the EGSnrc C++ class library, which includes a general purpose
geometry package, and its first public release in 2005 has been a major step forward. The
C++ class library is described in a separate report (PIRS-898). Major changes and ad-
ditions to the EGSnrc physics include: option to simulate electron impact ionization, an
improved bremsstrahlung data base that includes an exact evaluation of electron-electron
bremsstrahlung in the first Born approximation, an improved differential pair production
cross section tabulation based on exact PWA calculations that takes into account the asym-
metry of the energy distribution at energies close to the threshold, the ability to explicitely
simulate triplet interactions (i.e., pair production in the electron field), the ability to take
into account radiative corrections for Compton scattering in the one-loop approximation,
the ability to use user-supplied atomic and molecular form factors for Rayleigh scattering,
and the ability to use total photon cross sections from EPDL97, XCOM, or any other user-
supplied tabulation in addition to the default Storm & Israel tabulations. New options
added for Compton scattering called simple and norej. When using simple binding is
taken into account via an incoherent scattering function ignoring Doppler broadening. The
incoherent scattering function is still obtained from the impulse approximation. The norej
option uses actual bound Compton cross section when initializing the photon cross sections
and rejections in subroutine COMPT lead to re-sampling rather than rejecting the entire
interaction. An alias sampling algorithm is now used to select the photon angle after a
Rayleigh scattering to avoid an undersampling at large angles observed in the original EGS4
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implementation. Particle track scoring object added to the egspp library allowing visual-
ization of particle tracks with the C++ geometry viewer egs_view. See example input file
tracksl.egsinp for the tutor7pp C++4 user-code.

Finally, to better reflect their contributions to the development and maintenence of the
system, Ernesto Mainegra-Hing, Blake Walters and Frederic Tessier have been added as co-
authors.

Fourth printing: November 2003

Added references to EGSnrcMP and Report PIRS-877. A few minor changes related to the
major change in the operating system to make it Windows compliant. There is no associ-
ated change in the physics of the system. Table 7 re timing of random numbers has changed
substantially.

Third printing: April 2002
Minor changes reflecting code changes.

Second printing: May 2001

The second printing contains a description of the use of RHOF (section 3.4.2, page 126) and
$SET-RHOF (section 3.4.1.v, page 122). There is a brief new discussion of combine_egsnrec,
a script for automatic analysis of the many files created by pprocess in parallel runs ((sec-
tion 9.6, page 302)). There is a new section about terminating histories with WT=0.0
(section 3.8, page 143).

First printing: May 2000

In the decade and a half since the original version of EGS4 was released there have been well
over 1000 papers published which cite the original SLAC-265 Report. The code itself has
been improved in many different ways by a large number of people. For a detailed history
of much of this up to 1994, the reader is referred to a report titled “History, overview and
recent improvements of EGS4” by Bielajew et al.

In the last few years there have been significant advances in several aspects of electron
transport. For example, improvements in multiple scattering theory have been developed
by Kawrakow and Bielajew[l, 2, 3] which get over most of the shortcomings of the Moliere
theory used in EGS4. Perhaps more important has been the development by Kawrakow and
Bielajew[4] of a new electron transport algorithm, sometimes called PRESTA-II, which makes
a significant advance in the science of electron transport. In addition to these advances,
Kawrakow has implemented several other improvements in the electron transport algorithm
of EGS which make it capable of accurately calculating ion chamber response at the 0.1%
level (relative to its own cross sections)[5, 6].

EGSnrc also has implemented a variety of additional features, many of which have pre-
viously been extensively developed as additions to EGS4 by Namito, Hirayama and Ban at
KEK as well[7, 8, 9, 10]. The EGSnrc approach differs from that of the KEK group, partially
because once we were making fundamental changes to the code, we carried it through in a
consistent manner. However, the KEK group have implemented several options which are
not yet in EGSnrec (e.g. polarized photon scattering and electron impact ionization).

This report is meant to document the many changes that have occurred going from EGS4
to EGSnrc. Although this report is written by two people, the EGS system is obviously the
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child of many parents who have made a wide variety of contributions over the years. This
goes right back to Richard Ford, then at SLAC, who was a major contributor to EGS3.
Hideo Hirayama, S Ban and Yosh Namito of KEK have made innumerable contributions to
EGS, especially concerning the low energy photon physics. Alex Bielajew worked on EGS at
NRC from the early 80’s to late 90’s and his name is linked to a huge number of important
contributions to EGS, perhaps most importantly the PRESTA algorithms, but also many
other specific improvements to the physics, the Unix based scripts and the NRC user codes.
His name appears very extensively in the reference lists. The name of Walter Ralph Nelson
is practically synonymous with EGS and all users of any version of the EGS system will
forever be in Ralph’s debt. It has been his enthusiasm and willingness to help others and
share this resource so selflessly which has made it the great success it is. To all of these
people who have contributed so extensively to the EGS system, and to the countless others
who have played a variety of roles, we all owe a huge debt of gratitude.

It is worth noting that NRC and SLAC have drawn up a formal agreement which recog-
nizes that both have rights associated with EGS4 and EGSnrc. Thus, in this report there are
sections which are taken verbatim from SLAC-265 (in particular the PEGS4 manual and the
User’s guide to Mortran3) and we wish to thank SLAC for permission to reproduce them.
We also draw attention to the copyright and licensing arrangements associated with EGSnrc
which are similar to those for EGS4, but which are becoming more tightly controlled in this
changing world we live in. Neither EGS4 nor EGSnrc are public domain software. They
are both copyright protected by NRC and/or SLAC. The formal license statement is more
precise and part of the package, but the general meaning is that individuals are granted a
without cost license to use it for non-commercial purposes but that a license from NRC is
needed for any commercial application, and by definition someone working for a for-profit
organization or working on a contract for such an organization is working on a commercial
application.

What is next?
In the section of the Preface to SLAC-265, there were 7 areas identified as needing more
work. The work on EGS is not complete, and at least 2 of the 7 are still open, viz:

e development of an efficient, general purpose geometry package tailored to the EGS
structure

e implementation of a general purpose energy loss straggling algorithm which properly
handles energy cutoffs

There are other issues which are still undone within EGSnrc:

e modeling of electron impact ionization

e some critical feature for your next application!!

We encourage users to contribute their improvements to the code. We will happily add those
which are of general interest and make available on the distribution site those additions which
are of special interest. We will also appreciate receiving bug reports. Although we have done
extensive QA on the system, there have been many changes and not all parts of the code are
as carefully checked as we would like. However, the pressure to release the code is forcing us
to proceed at this point.

We wish to thank our many colleagues at NRC who have helped with this work. In
particular Michel Proulx for his excellent help keeping the computer systems going smoothly,
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Jan Seuntjens for his help with the user codes, Joanne Treurniet for her help with the most
recent version of the EGS_Windows system and Blake Walters for his work on QA of the
system.

I.LK and D.W.O.R. Feb 2000
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1 Introduction

1.1 Intent of this report

The EGS (Electron-Gamma—Shower) system of computer codes is a general purpose pack-
age for the Monte Carlo simulation of the coupled transport of electrons and photons in
an arbitrary geometry for particles with energies above a few keV up to several hundreds
of GeV. This report introduces a new, enhanced version called EGSnrc. In addition to
explaining and documenting the various enhancements and changes to the previous ver-
sion (EGS4[11]), this document includes several introductory and advanced tutorials on the
use of EGSnrc (section 4) and also contains the EGSnrc Reference Manual(section 3), the
PEGS4 User Manual (section 6), and an EGS User Guide to Mortran3 (section 8). Our
intention has been to make this document wholly self-contained so that the user need
not refer to the original EGS4 User Manual[l11] although it is on-line and available at
http://www.slac.stanford.edu/pubs/slacreports/slac-r-265.html. The heart of the present re-
port is Section 2 which documents the physics in EGSnrc. This has changed substantially
from the EGS4 comparable Chapter 2 because of the many changes in EGSnrc. However,
we have chosen not to repeat the general introduction to sampling and probability theory
that was in Chapter 2 of SLAC-265.

For a basic introduction to the code, see the reference manual, section 3 (page 107).

We have not presented any comparisons with experiment in this document since it has
become such an extensive field that we have no hope of reproducing a fraction of the data.
Instead, we have prepared a separate report on QA which presents extensive comparisons
between EGS4 and EGSnrc[12]. There are significant differences in many situations because
of the improved physics in EGSnrc. Two papers[5, 6] discuss many of the details of the new
physics, especially as related to ion chamber calculations (which are perhaps the toughest
test of any electron-photon Monte Carlo transport code). These papers provide analytic
models which explain many of the shortcomings of the EGS4/PRESTA system in this very
difficult problem. The cover of this report shows a comparison of the two codes run in their
standard default modes.

1.2 History of the EGS system

The history has already been outlined in the Preface. For a detailed history up to 1994, the
reader is referred to a report titled “History, overview and recent improvements of EGS4”
by Bielajew et al. That report draws heavily on the history sections of the SLAC-210[13]
and SLAC-265[11] reports with an update to 1994.

As stated in the Preface, EGSnrc is the child of many parents who have made a wide
variety of contributions over the years. We will not repeat the preface here except to note
that Walter “Ralph” Nelson has been the key player in the development of the system over
the years and we all owe him a debt of gratitude.
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1.3 Summary of EGSnrc Capabilities and Features

The following is a summary of the main features of the EGSnrc Code System, including
statements about the physics that has been put into it and what can be realistically simu-
lated.

e The radiation transport of electrons (4+ or —) or photons can be simulated in any
element, compound, or mixture. The data preparation package, PEGS4, creates data
to be used by EGSnrc, using cross section tables for elements 1 through 100. In addition
there are other data files which must be read in to implement many of the new options.

e Both photons and charged particles are transported in steps of random length rather
than in discrete steps.

e The dynamic range of charged particle kinetic energies goes from a few tens of keV up
to a few hundred GeV. Conceivably the upper limit can be extended higher, but the
validity of the physics remains to be checked.

e The dynamic range of photon energies lies between 1 keV and several hundred GeV
(see above statement).

e The following physics processes are taken into account by the EGSnrc Code System:

— Bremsstrahlung production using either Bethe-Heitler cross sections or the NIST
cross sections.

— Positron annihilation in flight and at rest (the annihilation quanta are followed
to completion).

— Multiple scattering of charged particles by coulomb scattering from nuclei is han-
dled using a new multiple scattering theory which overcomes the shortcomings
of Moliere multiple scattering theory. It allows for steps of any size and moves
seamlessly from a single scattering model for short steps to an accurate multiple
scattering model at large steps. The user has the option of scattering based on
Rutherford scattering or scattering accounting for relativistic and spin effects.

— Moller (e~ e™) and Bhabha (e*e™) scattering. Exact rather than asymptotic for-
mulae are used.

— Continuous energy loss applied to charged particle tracks between discrete inter-
actions.

x Total restricted charged particle stopping power consists of soft bremsstrahlung
and collision loss terms.

x Collision loss determined by the restricted Bethe-Bloch stopping power with
Sternheimer treatment of the density effect in the general case but with pro-
vision of using an arbitrary density effect correction and data supplied to use
the density effect recommended by the ICRU in Report 37.

— Pair production.

— Compton scattering, either Klein-Nishina or bound Compton.

1: Introduction
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Coherent (Rayleigh) scattering can be included by means of an option.
Photoelectric effect.

Relaxation of excited atoms after vacancies are created (eg after photoelectric or
Compton scattering events) to create fluorescent photons (K, L, M shells) and
Auger and Coster-Kronig electrons may be produced and tracked if requested.

Electron impact ionization can be modeled using arbitrary theories for generating
cross-sections. Five such cross-section compilations are provided in the EGSnrc
distribution (Kawrakow, Casnati, Kolbenstvedt, Gryzinski, and Bote and Salvat).

e PEGS4 is a stand-alone data preprocessing code consisting of 12 subroutines and 85
functions. The output is in a form for direct use by EGS4.

PEGS4 constructs piecewise-linear fits over a large number of energy intervals of
the cross section and branching ratio data.

In general, the user need only use PEGS4 once to obtain the media data files
required by EGSnrec.

PEGS4 control input uses the NAMELIST read facility of the FORTRAN lan-
guage (in Mortran3 form).

In addition to the options needed to produce data for EGSnrc, PEGS4 contains
options to plot any of the physical quantities used by EGSnrc.

In addition to the material specific data files produced by PEGS4, EGSnrc uses
a variety of other data files as input for the calculations.

e EGSnrc is a package of subroutines plus block data with a flexible user interface.

This allows for greater flexibility without requiring one to be overly familiar with
the internal details of the code.

Together with the macro facility capabilities of the Mortran3 language, this re-
duces the likelihood that user edits will introduce bugs into the code.

EGSnrc uses material cross section and branching ratio data created and fit by the
companion code, PEGS4. However, photon cross-section data are re-calculated
on-the-fly using a logarithmic energy grid with an user-specific number of inter-
polation points. This behaviour can now be reverted if the user so desires.

The geometry for any given problem is specified by a user-written subroutine
called HOWFAR which, in turn, can make use of auxiliary subprograms.

Auxiliary geometry routines for planes, cylinders, cones, spheres, etc., are pro-
vided with the EGSnrc Code System for those who do not wish to write their
OW.

Macro versions of these routines are also provided in the set of defining macros
(i.e., in the egsnrc.macros file) which, if used, generally result in a faster running
simulation.

Transport can take place in a magnetic field by writing a specially designed HOW-
FAR subprogram, or in a more general manner (eg., including electric field) by
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making use of Mortran3 macro templates that have been appropriately placed
for that purpose in subroutine ELECTR.The file emf macros.mortran contains
Bielajew’s macros to implement this.

e The user scores and outputs information in the user-written subroutine called AUS-

GAB.

— By setting various AUSFLG flags, the user can arrange to have access to the simu-
lation parameters under many different situations to allow scoring of almost any
parameter of interest with out delving into the code itself.

— Auxiliary subprogram WATCH is provided in order to allow an event-by-event or
step-by-step tracking of the simulation, either to the terminal or for 3-D graphics
display using the program EGS_Windows.

e EGSnrc allows for the implementation of importance sampling and other variance re-
duction techniques (eg., leading particle biasing, splitting, path length biasing, Russian
roulette, etc.).

— EGSnrc introduces options to allow for efficient bremsstrahlung splitting and Rus-
sian Roulette of secondary charged-particles, but only if “turned on” by the user.

— EGSnrc calculates the range and distance of the particle to the nearest boundary
on every step as part of the electron transport algorithm and there is an option
to do range rejection on any particle that cannot get out of the current region.

e Initiation of the radiation transport:

— An option exists for initiating a shower with two photons from pi-zero decay (i.e.,
use /QI = 2 in the CALL SHOWER statement).

— The user has the choice of initiating the transport by means of a monoenergetic
particle, or by sampling from a known distribution (eg., a synchrotron radiation
spectrum).

— Transport can also be initiated from sources that have spatial and/or angular
distributions.

1: Introduction
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1.4 Summary of changes from EGS4

This is a brief listing of these changes which are discussed more fully in section 2 and in
section 5.2.

1.4.1 Physics changes

e A completely new electron transport algorithm is used which removes all known short-
comings of the EGS4/PRESTA algorithm. If the geometry permits, the new algorithm
can take much larger steps with better accuracy than previously. As it crosses a bound-
ary, it goes into single scattering mode to ensure an accurate boundary crossing. The
EGS4/PRESTA algorithm is still available as an option.

e A new multiple scattering theory is used which gets around the shortcomings of Moliere
multiple scattering theory. It seamlessly goes from a single scattering mode for short
steps to a multiple scatter mode for long steps.

e Within the new multiple scattering theory an option has been added to include rel-
ativistic spin effects in the cross section instead of just the Rutherford cross section
which underlies Moliere theory.

e [f desired, it is possible to do the entire calculation modeling elastic scattering in a
single scattering mode. This is at the cost of a great deal of computing time and also
does not model the inelastic energy losses in a single scattering model.

e A relaxation simulation feature has been added which allows creation and following of
fluorescent photons from K, L, M shells, Auger electrons and Coster-Kronig electrons.
Currently this can be called after photo-electric and Compton scattering events.

e [f relaxation is not being modeled, then a photo-electron in EGSnrc carries the entire
energy of the incident photon. This is a better approximation in most cases than
dumping the binding energy locally and subtracting the binding energy from the photo-
electron’s energy (as done in EGS4).

e Sampling the angular distribution of the photo-electron is available as an option.

e Bound Compton scattering can be simulated as well as Klein-Nishina Compton scat-
tering.

e Bremsstrahlung angular sampling has been changed from a fixed angle approximation
to allowing the angular distribution to be sampled in one of two ways.

e A bug was fixed in the bremsstrahlung photon energy sampling routine which affected
simulations for which AP was not small relative to the electron energy. Doing this led
to a complete rewrite of the sampling routine which also increased its efficiency.

e A second bremsstrahlung photon energy sampling option was added which uses the
more accurate NIST differential cross sections.
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PEGS4 has been modified to pick up the data files which scale the radiative cross
sections to produce the NIST/ICRU 37 radiative stopping powers.

A variety of variance reduction techniques which were commonly used with EGS4 have
been “built in” with EGSnrc to improve the efficiency

— bremsstrahlung splitting is done within the routine BREMS, thereby avoiding
repeatedly calculating several constants

— Russian Roulette of secondary charged particles is done in a manner which some-
times avoids sampling the particles phase space unless it survives.

— range rejection, viz the termination of a particle history, when it cannot escape
the local region, is implemented naturally and very efficiently since the particle
range and distance to the nearest boundary are already calculated on every step.

Subroutine HATCH has been modified considerably to allow initialization for the many
new options.

The Moller sampling routine was corrected as first done in the 1997 release of EGS4.
The efficiency of the annihilation sampling routine has been improved.

The sampling of the azimuthal angle has been recoded and saves a noticeable amount
of time in a real calculation (2% in one example).

Various changes have been made in the COMIN blocks to accommodate the above
changes. Also LATCH and LATCHI are now a default part of STACK.

Several more AUSGAB calls are available to score Auger and Coster-Kronig electrons
and fluorescent x-rays.

1.4.2 System changes pre-EGSnrcMP (see ref[14] for the MP changes)

e The various source files have been rationalized and various add-on features to EGS4

have been made part of EGSnre.

Two options for random number generator are available. The default is the RAN-
LUX generator which allows various “luxury levels” of generator to be used and the
RANMAR generator, which had become the standard for the Unix distribution of
EGS4, is also available, although re-coded. Both generators have the ability to gen-
erate sequences which are known to be independent and thus can be used for parallel
processing. At the default luxury level of 1, the RANLUX generator is slightly slower
than the recoded RANMAR generator, but the difference has a negligible impact on
overall computing time.

The default for calculating sines is now a function call because modern machines do
this very rapidly and the table lookup method is known to be inaccurate for very small
angles.

1: Introduction
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e The EGS_Windows code for generating 3-D interactive displays has been ported to run
on any X-windows platform using non-proprietary software.

e The entire code has been written using IMPLICIT NONE. Further, all declarations have
been done using $REAL and $INTEGER constructs which allow conversion to running
double precision by redefining 2 macros, as long as the user codes do the same thing!

e Subroutine WATCH has been modified to accommodate the changes in the physics.

1.4.3 User code changes

e The tutor codes have been rewritten to work with EGSnrc and a new version of tutor6
has been written to demonstrate control of all variables available to EGSnrc users.

e Four of the standard NRC user codes for cylindrical geometry problems are now dis-
tributed with the system, DOSRZnrc, FLURZnrc, CAVRZnrc and SPRRZnre.

e The above user codes have been extensively reworked to use a new generalized input
package which makes it much easier for the user to generate the input files since the
inputs are text oriented. Also, the geometry and physics transport inputs are common
for all codes.

e The output routines have been reworked to avoid the use of VAX extensions to Fortran
which were not available with many Unix compilers.

e The user codes have been cleaned up to some extent although not as much as desir-
able! The main user codes systematically use $IMPLICIT-NONE and $REAL, $INTEGER
constructs to allow compatibility with EGSnrc and the ability to change to double
precision at will.

e a bug in the energy sampling routine which caused problems in some cases has been
removed. An entirely new code which is faster and more accurate is used now.

1.5 Summary of changes since 2005 edition of this report

1.5.1 Physics changes since 2005

e Electron impact ionization can be modeled using four different theories for generating
cross-sections (Kawrakow, Casnati, Kolbenstvedt, or Gryzinski).

e The user has the option of supplying custom molecular form factors when including
Rayleigh scattering in a simulation.

e New alias sampling algorithm used to select the photon angle after a Rayleigh scat-
tering.

e New options added for Compton scattering called simple and norej.

e The user has the option to include radiative corrections for Compton scattering.
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The user has the option to use exact PWA cross sections for pair production

The user has the option to explicitely simulate triplet production

A new bremsstrahlung data base has been added that incorporates a much improved
evaluation of electron-electron bremsstrahlung

The ability to use total photon cross sections from EPDL-97, XCOM, or any other
user-supplied tabulation has been added

1.5.2 EGSnrc snapshots

Since 2008 development snapshots of the EGSnrc system have been made available on the
EGSnrc web page. These snapshots are updated much more regularly (typically every 2-8
weeks) but for now they can only be installed via a significantly simplified script on Linux
systems with the GNU compilers.

1.5.3 User code changes since 2005

e Two tutor codes, tutor2pp and tutor7pp, have been added which make use of the
C++ class library. These codes are the C++ equivalents to tutor2 and tutor7.

e Four new user codes which use the EGSnrc C++ class library have also been added:
1) egs_cbcet for simulating cone beam CT scans, 2) egs_chamber for efficient chamber
simulations, 3) egs_fac for simulating transport in a free-air chamber, and 4) egs_pet
for simulating PET scans, in addition to cavity, the first major C++ code for EGSnrc
released in 2005. Note that egs_cbct and egs_pet are not included in this public
release.

1.6 Summary of changes since 2009 edition of this report

There have been several additions to the physics and to the user codes available since the
2009 edition of PIRS-701. These are outlined in this section.

1.6.1 Physics changes since 2009

e A new electron impact ionization (EII) cross-section data base, based on the DWBA /PWBA
model by Bote and Salvat has been added to the distribution.

e The ability to use different EII cross section compilations has been generalized to allow
the use of any user-supplied tabulation.

e The user has the option of forcing the use of photon cross-sections from the PEGS4
data file.

1: Introduction
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1.6.2 EGSnrc snapshots

Since 2010 no snapshots of the EGSnrc system have been made available on the EGSnrc web
page. The number of users making use of this option is so small that it doesn’t justify the
effort put into creating them.

1.6.3 User code changes since 2009

The C++ user-code egs_fac has been finally included in the distribution. This user-code
simulates the transport in a free-air chamber and the calculations of correction factors in a
self-consistent manner. The user-codes egs_cbct and egs_pet are not included since they
are in a very experimental stage and not ready for public release.

1.7 Outline of report

In the remainder of this report there are 7 sections.

Section 2 (page 27) presents a detailed description of the physics in EGSnrc. While this
section provides very important documentation of what the code is doing, it is not essential
reading in order to get the code working. Arguably it is essential reading before you can use
the code really well!

Section 3 (page 107) provides a detailed reference manual which tells you what must be
done to write your own user code.

Section 4 (page 159) presents a series of short tutorial programs which demonstrate the
essential elements of EGSnrc user codes. These are designed for those who learn by seeing
examples (like DWOR).

Section 5 (page 198) presents a summary of the changes compared to EGS4 and a step
by step procedure for upgrading an EGS4 user code to work with EGSnrc.

Section 6 (page 219) is the PEGS4 Users manual taken directly from SLAC-265 along
with a few additional pieces of documentation, mostly about the upgrades since the original
PEGS4 was released.

Section 7 (page 274) is an EGS user guide to Mortran3, again taken directly from SLAC-
265.

Section 8 (page 294) outlines various system considerations associated with running
EGSnrc in a Unix environment. It also discusses installation and distribution of the code.

We also draw your attention to the index which may help find things.

1.8 Associated documents

There are a variety of papers which have been written about EGSnrc and several NRC
reports which are part of the distribution. These are listed below. There are also a large
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number of papers which have been written about EGS4.

1.8.1 Refereed Papers

e Accurate condensed history Monte Carlo simulation of electron transport.
I. EGSnrc, the new EGS4 version:
I. Kawrakow, Medical Physics, 27 (2000) 485 — 498.
Describes the overall implementation of the new electron transport physics in EGSnrc.

e Accurate condensed history Monte Carlo simulation of electron transport.
II. Application to ion chamber response simulations:
[. Kawrakow, Medical Physics, 27 (2000) 499 — 513.
Quantifies which problems in EGS4 led to the difficulties simulating ion chamber re-
sponse accurately and demonstrates that EGSnrc does not have these problems.

e Monte Carlo study of Spencer-Attix cavity theory at low photon energies:
J. Borg, 1. Kawrakow, D.W.O. Rogers and J.P. Seuntjens, Med. Phys. 27 (2000) 1804
— 1813.
Uses code to explore the accuracy of Spencer-Attix cavity theory. Paper demonstrates
the accuracy of the EGSnrc code system for calculations related to real ion chambers.

e On the representation of electron multiple elastic-scattering distributions
for Monte Carlo calculations:
I. Kawrakow and A. F. Bielajew, Nucl. Inst. Meth. B 134, (1998) 325 — 336
Describes the multiple scattering theory used in EGSnrec.

e On the condensed history technique for electron transport:
[. Kawrakow and A. F. Bielajew, Nuclear Instruments and Methods B 142 (1998) 253
— 280.
Describes the electron transport algorithm used in EGSnrc and demonstrates its im-
proved accuracy compared to all other published algorithms.

1.8.2 Internal Reports

e Monte Carlo calculated wall and axial non-uniformity corrections for pri-
mary standards of air kerma,
D. W. O. Rogers and J. Treurniet, NRC Report PIRS-663, May 1999.
Describes extensive EGSnrc calculations of ion chamber response and comparison to
experimental data from standards labs of response vs wall thickness. Also notes that
results for these calculations, which are or correction factors, are the same as for
EGS4/PRESTA calculations.

1.8.3 Manuals etc

e NRC User Codes for EGSnrc
D.W.O. Rogers, I. Kawrakow, J.P. Seuntjens and B.R.B. Walters, NRC Report PIRS—
702, May 20009.
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Describes the EGSnrc user codes DOSRZnrc, CAVRZnrc, FLURZnrc and SPRRZnrc
as well as the generalized input routine developed for use with EGSnrc user codes.

¢ EGS_Windows4.0 User’s Manual,
J. A. Treurniet and D. W. O. Rogers, NRC Report PIRS-669, Oct 1999.
Describes the latest version of EGS_Windows which works on any X-windows based
system and can be used to display EGSnrc histories in 3-D.

e QA tests and comparisons of the EGSnrc system with EGS4,
B. R. B. Walters, J. Treurniet, D. W. O. Rogers and I. Kawrakow, NRC Report PIRS-
703, March 2000.
Summarizes a large number of comparisons between EGS4 and EGSnrc to highlight
some differences and similarities.

¢ EGSnrcMP: the multi-platform environment for EGSnrc,
[. Kawrakow, E. Mainegra-Hing and D. W. O. Rogers NRC Report PIRS-877, Sept
2006.
Describes the changes in the system of scripts used to run the EGSnrc system. These
major changes mean that EGSnrc now works under the Windows OS and there are
GUT’s for installing and running the system.

e egs_ inprz, a GUI for the NRC RZ user-codes,
E. Mainegra-Hing, NRC Report PIRS-801, May 2005.
Manual for GUI for RZ user codes.

e EGSnrc C++ class library,
I. Kawrakow, NRC Report PIRS-898, Apr 2006.
Manual describing the geometry and source modules available with the EGSnrc C++
class library. Also describes how to build a user code using this library. Includes
descriptions of the C++ user codes, cavity, egs_chamber, egs_cbct, egs_fac and
egs_fac.
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2 Radiation transport in EGSnrc

2.1 Introduction

Photons interact with surrounding matter via four basic processes: materialization into an
electron/positron pair in the electromagnetic field of the nuclei and surrounding atomic
electrons, incoherent (Compton) scattering with atomic electrons, photo-electric absorption
and coherent (Rayleigh) scattering with the molecules (or atoms) of the medium. The first
three collision types transfer energy from the photon radiation field to electrons', one of
them dominate depending on energy and the medium in which the transport takes place.
The pair production process’ dominates at high energies. At some intermediate energies
incoherent scattering is the most important process, at low energies the photo-electric process
dominates.

Electrons, as they traverse matter, lose energy by two basic processes: inelastic colli-
sions with atomic electrons and radiation. Radiative energy loss, which occurs in form of
bremsstrahlung and positron annihilation, transfers energy back to photons and leads to
the coupling of the electron and photon radiation fields. The bremsstrahlung process is the
dominant mechanism of electron energy loss at high energies, inelastic collisions are more
important at low energies. In addition, electrons participate in elastic collisions with atomic
nuclei which occur at a high rate and lead to frequent changes in the electron direction.

Inelastic electron collisions and photon interactions with atomic electrons lead to excita-
tions and ionizations of the atoms along the paths of the particles. Highly excited atoms, with
vacancies in inner shells, relax via the emission of photons and electrons with characteristic
energies.

The coupled integro-differential equations that describe the electromagnetic shower de-
velopment are prohibitively complicated to allow for an analytical treatment except under
severe approximations. The Monte Carlo (MC) technique is the only known solution method
that can be applied for any energy range of interest.

Monte Carlo simulations of particle transport processes are a faithful simulation of phys-
ical reality: particles are “born” according to distributions describing the source, they travel
certain distances, determined by a probability distribution depending on the total interaction
cross section, to the site of a collision and scatter into another energy and/or direction ac-
cording to the corresponding differential cross section, possibly producing new particles that
have to be transported as well. This procedure is continued until all particles are absorbed
or leave the geometry under consideration. Quantities of interest can be calculated by aver-
aging over a given set of MC particle “histories” (also refereed to as “showers” or “cases”).
From mathematical points of view each particle “history” is one point in a d-dimensional
space (the dimensionality depends on the number of interactions) and the averaging pro-
cedure corresponds to a d-dimensional Monte Carlo integration. As such, the Monte Carlo
estimate of quantities of interest is subject to a statistical uncertainty which depends on N,

'In this report, we often refer to both positrons and electrons as simply electrons. Distinguishing features
will be brought out in the context.

2Qccasionally the materialization into an eTe™ pair takes place with the participation of an atomic
electron which, after receiving sufficient energy, is set free. Such processes are known as triplet production.
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the number of particle histories simulated, and usually decreases as N~'/2. Depending on

the problem under investigation and the desired statistical accuracy, very long calculation
times may be necessary.

An additional difficulty occurs in the case of the Monte Carlo simulation of electron
transport. In the process of slowing down, a typical fast electron and the secondary particles
it creates undergo hundreds of thousands of interactions with surrounding matter. Because of
this large number of collisions, an event-by-event simulation of electron transport is often not
possible due to limitations in computing power. To circumvent this difficulty, Berger [15]
developed the “condensed history” (CH) technique for the simulation of charged particle
transport. In this method, large numbers of subsequent transport and collision processes
are “condensed” to a single “step” The cumulative effect of the individual interactions is
taken into account by sampling the change of the particle’s energy, direction of motion, and
position, at the end of the step from appropriate multiple scattering distributions. The CH
technique, motivated by the fact that single collisions with the atoms cause, in most cases,
only minor changes in the particle’s energy and direction of flight, made the MC simulation
of charged particle transport possible but introduced an artificial parameter, the step-length.
The dependence of the calculated result on the step-length has become known as a step-size
artifact [16].

EGSnrc is a general purpose package for the Monte Carlo simulation of coupled electron
and photon transport that employs the CH technique. It is based on the popular EGS4
system [11] but includes a variety of enhancements in the CH implementation and in some
of the underlying cross sections. We recognize that many of the modifications that we have
made to the original EGS4 implementation are not important for high energy applications,
initially EGS4” primary target. On the other side, the energy range of application of the
EGS4 system has shifted over the years to lower and lower energies. To facilitate this
transition many enhancements to the original EGS4 implementation has been developed, e.g.
the PRESTA algorithm [17], the inclusion of angular distribution of bremsstrahlung photons
[18], the low energy photon cross section enhancements by the group at KEK/Japan [7],
to mention only some of them. The availability of these improvements, recent advances in
the theoretical understanding of the condensed history technique [4, 5] and multiple elastic
scattering [1], as well as unpublished results of our recent research have motivated us to
undertake a major re-work of the EGS4 system the result of which is EGSnrec.

It is the purpose of this report to summarize the current stage of the EGSnrc system.
We have attempted a self-consistent presentation and so, some of the material contained in
this report is not new. In particular, various parts come from the EGS4 manual, SLAC-265
by Nelson et al[11].

This report does not attempt to provide a complete treatment of Monte Carlo methods
or probability and sampling theory. Readers not familiar with the Monte Carlo technique
are encouraged to read one of the many excellent reviews available.
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2.2 Photon interactions
2.2.1 Pair and triplet production

2.2.1.i Cross section

The Feynman diagram for the production of electron-positron pairs in the nuclear field is
given in Fig. 1. The triplet production process is similar but the interaction takes place with

k p"'

N N’

Figure 1: Feynman diagram for the pair production process

one of the atomic electrons which receives sufficient energy to be set free (so that there are 3
secondary electrons produced in the interaction). By default the triplet production process
is not simulated explicitly but taken into account in an approximate way by using the total
pair+triplet cross section to sample distances to subsequent pair production collisions. By
default EGSnrc adopts the cross sections used in EGS4, i.e. extreme relativistic first Born
approximation (Coulomb corrected above 50 MeV) differential cross sections as formulated
in the article by Motz, Olsen and Koch [19]. For a photon energy k incident on the nucleus
with the atomic number Z, the differential pair production cross section is

dopair(Z, k, Ey)  ALZ k)rjaZ(Z +£(2Z))

= 2.1.1
dE, k ( )
2 2 4 ~ 2 4 -
(EX 4+ E?) |¢1(6) — SInZ - 4f.(k, Z)| + SE B $2(0) — sz - 4f.(k, Z)
where F/, and E_ are the total energies of the positron and electron,
§ = 1362132/ A— _km (2.1.2)
’ 2E FE_
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and f,(Z) is the Coulomb correction,

N fe(Z), k>50 MeV
2= { 2 2.13)
0, else
where f.(Z) was derived by Davies, Bethe and Maximon [20],
. 1
7) = a? S =aZ . 2.1.4
fe(Z) G;I/(u2+a2)’ a=a ( )

The empirical correction factor A/ (k,Z) is introduced in order to improve the total pair
production cross section at lower energies and is defined as “The best estimate of the total
cross section available divided by the total cross section resulting from the integration of Eq.
(2.1.1) with A7 (k, Z) = 17. For energies above 50 MeV Al is taken to be unity, for energies
below 50 MeV the total pair+triplet cross sections compiled by Storm and Israel [21] are
used. The replacement Z2 — Z(Z +£(Z)) takes into account the triplet production process,
where £(Z), evaluated by the PEGS4 function XSIF, is given by

L;ad(z)

£(7) = 2.1.5
A L) -5 21
where f.(Z) is defined in Eq. (2.1.3) and L, L’ are Tsai’s radiation logarithms [22],
((In(1194Z723) | if Z >4
6.144 , if Z=1
L. (2) = 5621 , if Z=2
5805 , if Z=3
\ 5.924 | it Z=4
((In(184.15Z713) | if Z >4
5310 , if Z=1
Lesa = 4790 , if Z=2 (2.1.6)
4.740 , it Z=3
\ ATI0 . if Z=4
The functions ¢1(0) and ¢9(d), which account for screening effects, are given by
/ d 2 4
00) =4 [ Sla=82[1-Pla.2)] +1+3mz,
A
g o (2.1.7)
qa[ 3 2 q 2 3
5) =4 —[ —6A2g1 (-) 3A —4AH1—F ,Z} i imz
0:8) =14 [ [~ sa%qin () + 3% @.2)] +5 +3m

A

where ¢ is the momentum transfer and F'(q, Z) the corresponding atomic form factor for an
atom with atomic number Z. For a Thomas-Fermi potential ¢;(J) and ¢2(9) are independent
of Z and Butcher and Messel have approximated them [23] as

b(8) = 20.867 — 3.2426 + 0.6256% , 5 <1
BT 2112 - 4.1841n(6 +0.952) , 6> 1

20.029 — 1.930 — 0.08602 , 6§ <1
$2(0) = { 0@ | 551 (2.1.9)
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The differential pair production cross section for compounds and mixture is derived from
the independent atom approximation and can be approximately written in the same form as
Eq. (2.1.1) but replacing

2(Z+€(2))  with  ZG = pZZi+E(2)

%an—ch(/{:,Z) with  Zy =Y piZi(Zi+€(2) [%ani—i-f;(k:,Zi)
0 with  0c2A . o= > piZilZi+E(Z)) 2z (2.1.10)

where p; is the normalized fraction of atoms of type ¢ in the molecule.

It is worth noticing that, due to the use of the extreme relativistic approximation, the
differential cross section as defined in Eq. (2.1.1) becomes inaccurate for energies close to
the threshold energy for pair production (2 m ). In the EGS4 implementation, the entire
photon energy was given to one of the pair particles for £ < 2.1 MeV. We have defined a
macro $SELECT-LOW-ENERGY-PAIR-PRODUCTION which, in its default replacement, samples
E, uniformly in the allowed range m - - - k/2. If the user is aware of a better approach, this
simplistic treatment can be modified by the appropriate replacement of this macro.

2.2.1.ii NRC pair cross sections

In a more recent addition to EGSnrc, the user has the option to specify use of a library of
differential pair cross sections created at the NRC. These cross sections are based on the exact
partial-wave-analysis calculations by @Overbg, Mork and Olsen (OMO) [24] for the unscreened
nuclear potential modified by a multiplicative screening correction. The main difficulty in cre-
ating this data library, which provides cross sections up to 85 MeV for all elements between 1
and 100, consisted in finding numerically stable approaches for performing the PWA summa-
tion for energies above a few MeV (the OMO paper [24] only contains results up to 5.1 MeV).
Note that these cross sections take into account the asymmetry in the positron-electron en-
ergy distribution and eliminate the need for the $SELECT-LOW-ENERGY-PAIR-PRODUCTION
macro mentioned above.

In order to make use of the NRC pair cross sections, the user must set the variable
pair nrc=1. Note that pair_nrc is part of the COMIN/BREMPR common block (see Section 3.3
of this report).

2.2.1.iii Explicit simulation of triplet production

In a more recent addition to EGSnrc, the user has the option to explicitely simulate
triplet production events according to the first Born approximation result first derived by
Votruba [25] and later by Mork [26]. Due to the 3 particle final state the expression for
the differential triplet production cross section is very complicated and so not reproduced
here. It is worth noting that the published expressions most likely contain typos because
their direct implementation in a computer program lead to meaningless results (e.g. negative
cross section within the kinematically allowed range of energies and directions). The triplet
production cross section was therefore re-derived using the CompHEP package, its results
were manipulated using Mathematica and were then output directly to Fortran code.
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In order to turn on explicit simulation of triplet events, the user mist set the variable
itriplet=1. Note that itriplet is part of the COMIN/BREMPR common block (see Sec-
tion 3.3 of this report).

The technique for sampling random directions and energies from the differential triplet
cross section is very involved. Its detailed description awaits a future version of this report.

2.2.1.iv  Simulation of pair production, particle energies

When the NRC pair differential cross section tabulations are used, an alias table is em-
ployed for picking the positron energy. For the default Bethe-Heitler cross sections, the
sampling algorithm implemented in EGS4 becomes extremely inefficient as the incident pho-
ton energy approaches the threshold energy. This is due to the following two facts: (i) The
electron and positron energies, E_ and F., are sampled in the range 0---k/2, the allowed
range becomes a small fraction of the above interval for & — 2m. (ii) The rejection functions
used are normalized to their maximum at 6 = 0. For photon energies that are not much
larger than 2m the actual possible maximum is much smaller.

We have therefore slightly modified the EGS4 pair production sampling algorithm to
improve its efficiency. If we define the functions

BO) = 3|61(0) —42v| — [62(6) - 42v |

c©) = 3[@(5) —4Zv} + [@(6) —4ZV] (2.1.11)
which will serve as rejection functions, and make a change of variables,
ELi—m
=T 2.1.12
Tk _om ( )

the differential pair production cross section can be rewritten as

i _ N{B(a) . (1 - 2_m)2 Apax A0) |12 (8_ %)2” (2.1.13)

d€ Bmax k 3Bmax
where N combines all constant factors that are irrelevant for the sampling algorithm and
Apmax and Bpax are the maxima of the rejection functions A(d) and B(9),

Amax =A (4527”) ; Bmax =B <462m) . (2114>

The sampling algorithm, which determines the energy of the lower energy “electron” is then
as follows:

1. Calculate A ., Bmax and a,

1
T T (1 = 2m/k) 2 A /3/ B

(2.1.15)

To save time at high energies; use Aya.x = A(0) and Bpa.x = B(0) for £ > 50 MeV.
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2. Draw a random number 7
3. If r; > «, then sample € from 12(e — 1/2)? i.e.

1
e=3 (1 — Max{ro,73,74}) (2.1.16)

and use A(6)/Amax as a rejection function in step 5

4. Else, sample ¢ uniformly, i.e.

1
g = 57"2 (2].].7)

and use B(0)/Bmax as a rejection function in step 5
5. Calculate ¢ and the rejection function R = A(J)/Amax 0r B(0)/Bmax

6. If r5 < R, accept ¢, else go to step 2.

" — EGSnrc

10 |

time per pair event (us)

10° 10' 10° 10°
incident photon energy (MeV)

Figure 2: CPU time in ps on a 500 MHz PIII computer to sample a pair energy.

Fig. 2 shows the CPU time in ps on a 500 MHz PIII computer running Linux necessary
to sample a pair energy using the algorithms discussed here (solid lines) and the original
EGS4 algorithm (dashed lines) for aluminum and lead as a function of the incident photon

Last edited 2011,/05/02 18:36:27 2.2 Photon interactions



34 NRCC Report PIRS-701

energy (this is just the time for energy sampling, excluding angle sampling and rotations).
Note the logarithmic scale and the dramatic increase in CPU time for the EGS4 algorithm
and a photon energy less then 20 or 30 MeV. The discontinuity in the EGSnrc algorithm
around 50 MeV is due change in the approach to calculate Aax and Bpax (see item 1).

2.2.1.v Simulation of pair production, particle angles

In the original EGS4 version electrons and positrons were produced at a fixed polar angle
0. with respect to the direction of the incoming photon given by 6+ = m/k. This approach
was subsequently improved as discussed in PIRS Report 0287 [27] which introduced the
$SET-PAIR-ANGLE macro as an NRC extension to the EGS4 system. This macro is now
included in the EGSnrc system. The angle selection procedure is controlled by the variable
IPRDST (part of the COMIN/EDGE common block— see Section 3.3) which can assume the
following values:

IPRDST=0: The original EGS4 approach is used, i.e. 04 = m/k

IPRDST=1: The leading order term of the angular distribution is employed, i.e.

do 1
=N 2.1.18
dQ. (1 — Bycosby)? ( )

where N is again a normalization constant and [+ denotes the velocity of the positron
or electron in units of the speed of light.

IPRDST=2: The formula 3D-2003 of the article by Motz et al. [19] is used, which is the
cross section, differential in electron/positron energy and angle:

do N 16u*E, E_
= (E,. —E )2~
dE AL (u? +1)? { (E+ ) (u2 +1)?

2
1 k 2 Z1/3
= FE.0 - Tt
U MK, By u) (2E+E) * (111(u2 1)

APE,F_
(w2 + 1

+ {E3+E3+ ]lnM(k,Ei,u)}

(2.1.19)

where all energies are measured in units of m. Note that Eq. (2.1.19) is based on an
extreme relativistic, small angle approximation where

_ 2 B _ @ 2 _ . 2 . B:I: ﬁ ?
(1= Brcosy)”m |1—fs (1= (1-B4)" |1 1— By 2 (2.1.20)
~ (11— ) (1 +u?)”

Perhaps, it would be a good idea to replace 1 + u? with 1 — 34 cos 6 in the denomi-
nator outside of the curled brackets of Eq. (2.1.19), but we have not undertaken this
modification.
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The sampling algorithm for Eq. (2.1.19) is discussed extensively in Ref. [27]. It should
be noted that this algorithm becomes progressively more inefficient with increasing energies.
Given this fact and the approximations involved which make its use questionable at low
energies, we have chosen IPRDST=1 as the default pair angle selection scheme in EGSnrc.
The generation of electron and positron polar angles from the distribution (2.1.18) is trivial,
it is accomplished by

2r—1 + ﬁi
Bi(QT — 1) —+ 1

where r is an uniformly distributed random number between zero and unity. As pair-
production is a three-body process, separate polar angles for the electron and positron are
needed. The two azimuthal angles are chosen to be opposite. This is, strictly speaking, not
correct, but due to lack of a better alternative, adopted from the original EGS4 version.

cosfy = (2.1.21)

2.2.1.vi Russian Roulette for pair production events

It is wasteful to simulate all pair production events if the user intends to play Russian
Roulette with electrons set in motion in photon interactions. We have therefore implemented
an EGSnrc internal Russian Roulette scheme which is turned on by setting the flag i _play_RR
which is in COMIN/EGS-VARIANCE-REDUCTION/ to 1. The survival probability for the electrons
is prob_RR, also in COMIN/EGS-VARIANCE-REDUCTION/. If i_play_RR is set, the following
actions are taken at the beginning of subroutine PAIR:

1. Pick a random number r

2. If r > prob_RR, reduce the stack size by one, return to PHOTON (i.e. save the simulation
of the pair event). If the stack becomes empty, a zero weight, zero energy photon is
left on the stack so that the PHOTON routine can exit properly.

3. If r < prob_RR, increase the weight of the current photon by 1/prob_RR and simulate
the pair event as usual.

For more discussion of Russian Roulette see sections 3.11.3 and 3.4.6.

2.2.2 Incoherent (Compton) scattering

2.2.2.i Cross section

The Feynman diagram for the Compton scattering process is shown in Fig. 3. The circle
in the line of the incoming atom A indicates that the electron is initially bound to the atom
and represents the probability that an atomic electron with a four-momentum p = (E,p)
interacts with the incoming photon with a four-momentum k = (k, /2) into a final e~/ state
given by k' = (K, K )and p’ = (E',p’). To simplify the notation, all energies will be measured
in units of the electron’s rest energy m and all momenta in units of m/c in the following
equations of this section.

If the binding to the atom is neglected and the electron is considered to be initially at rest
(i.e p = (1,0,0,0)), the cross section for the process is given by the Klein-Nishina formula
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A ) A

Figure 3: Feynman diagram for the Compton process

28],
do k> Tke k.
dC;Ne =mraZ Xkn Xyn = (?) b + o sin? 0] (2.2.1)

where 6 is the polar angle of the scattered photon with respect to the initial direction and
k. is the energy of a photon scattered at an angle 6 by free electrons at rest,

B k
1+ k(1 —cosh)

k. (2.2.2)
The treatment of the Compton process in EGS4 is based on these equations with &' = k.. In
EGSnrc we have included binding effects and Doppler broadening according to the impulse
approximation (IA) [29]. The TA assumes that the potential in which the target electrons
move is constant so that their states can be represented by plane waves. The double differen-
tial cross section for photon scattering into the final state k' = (k’, k" sin 6 cos ¢, k' sin 0 sin ¢,

k' cos ) is given by (Eq. (15) of Ref. [30])
POcomp T4 K

~1/2
o 2
6 = 2k [1—!—]94 XJ(p.) (2.2.3)

where 2 is the solid angle (0, ¢) and where

e ¢ is the modulus of the momentum transfer vector ¢ = K — k,

q= Vk?+ k? — 2kk' cos (2.2.4)

e p. is the projection of the initial electron momentum on the direction of ¢,

p-q  kE'(1—cosf)—k+F
q q
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Note that the above equation is derived from a non-relativistic approximation and
requires |p,| < 1.

X is defined as
R R 11 1 1)\°
X = —4+ 49— = - —
R RT <R R’>+<R R’>

k— K cost
R = k[ 1+p§+ipzl

R = R—kK(1—cosb) . (2.2.6)
Note that R and R’ simplify to
R~k(1+0(p.)), R~k [1 k(1 cose)} (1+0(p.)) (2.2.7)

for p, < 1. In this limit
X = Xex (14 0(p.)) (2.2.8)

The function J(p,) is the Compton profile,

J(p:) = /dpxdpy|¢(@!2 : (2.2.9)

where 1(p) is the wave function of the bound electrons. Extensive tables of atomic
and shell-wise Hartree-Fock Compton profiles for all elements have been published
by Biggs et al [31]. Following Brusa et al [32], contributions from different electron
shells are considered separately, so that the atomic or molecular Compton profile is
the sum of one-electron shell Compton profiles J;(p.), and binding effects are taken
into account by rejecting interactions that transfer less energy to the electron than the
binding energy U, i.e.

Here, Z; is the occupation number of shell 7 and the J; have the normalization

o0

/ dp.Ji(p:) =1 (2.2.11)

—00

With all this, and after changing the cross section from differential in &” to differential in p,,

Eq. (2.2.3) can be written as

dQO-comp T(Z) ,
Doy = 5 e (D0 20Ok — K = 1) F(k cosf p.) (2.2.12)
where the function F(k,cosf,p,) combines all remaining factors times d&’/dp,,
K -1z X kokcos — K N\
Fik =1+ (T 2.2.1
(kycost.pe) = - [1-+22] XKN( TEF T g pz) (2.2.13)
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Here, k' is a function of k,cosf and p, and follows from solving Eq. (2.2.5) with respect to
K, i.e.

ke ke
k’:—l i 1—pzscosé+pz\/1—25c089+52(1—piSiHQQ) ; =7 (2.2.14)

The incoherent scattering cross section, differential in the photon scattering angle, is

dzcgzmp = ngKNS(k,cos 0) (2.2.15)
where
Dq
S(k,cost) =Y ZO(k —U)S;,  Si= /deJi(pz)F(k,cose,pz) (2.2.16)

can be identified with the incoherent scattering function. The upper limit of the p, integra-
tion for the i’th shell, p;,

k(k —U;)(1 — cos) — U;
V2k(k — U;)(1 — cos0) + U? ’

(2.2.17)

P =

follows from Eq. (2.2.5) with k" = k — U; and assures that sufficient energy is transferred to
the electron to set it free. To first order, S(k,cos#) depends only on ky/(1 — cos#)/2 and
so, Namito et al [9] use tabulated incoherent scattering functions in their extension of the
EGS4 system to include binding effects and Doppler broadening, when sampling the photon
scattering angle. This approach introduces a slight inconsistency in their treatment of the
Compton process.

As the Compton profiles are strongly peaked around p, = 0, the main contributions to
the integral come from small p, values where the function F'(k,cos, p,) is very close to unity
and so, Brusa et al [32] approximate S(k, cos ) with

S(k,cosf) ~ Sa((k,cosb) ZZ /dpz p.)O(k —Uj;) (2.2.18)

for their implementation of binding effects and Doppler broadening in the PENELOPE
system [33]® This approach introduces a small error at low energies for high Z materials as
can be seen in Fig. 4 which shows S(k,cosf) for 50 keV photons in lead calculated with or
without taking into account F'(k,cos6,p,).

To minimize the amount of data necessary for the simulation of the Compton process,
and to make the calculation of the incoherent scattering function “on the fly” possible, we
use the analytical approximations for the Compton profiles J;(p,) proposed by Brusa et al
[32]:

1 1
Ji(p2) = Jio(1+ 2J;0|p-|) exp 573 (14 2J;0|p.|)? (2.2.19)

3They take into account F(k,cosf,p,), using its Taylor expansion up to O(p,), for the sampling of p,.
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Incoherent scattering function for k=50 keV and Z=82

08 t
N 0.6
>
(7]
(o]
Q
<
D 04+
—— with F(k,cos8,p,)
- -~ without F(k,cos8,p,)
0.2 |
0 0.2 0.4 0.6 0.8 1
sin 6/2

Figure 4: The incoherent scattering function for lead and k£ = 50 keV calculated from Eq.
(2.2.16) (solid line) and from Eq. (2.2.18) (dashed line) by numerical integration

where J; o = J;(0) is the value of the profile at p, = 0 obtained from the Hartree-Fock orbital
[31]. In addition, we approximate F'(k,cos0,p,) by

l—ap , p.<-p
F((k,cos0,p.) = 1+ap. , [p:| <p (2.2.20)
I+ap , p.2p

where

e ke(ke — kcos®)

G = K2+ k2 —2kk.cosO . (2.2.21)

Equation (2.2.20) results from a Taylor series expansion of F'(k,cos#,p.) up to O(p.). As
this approximation becomes inaccurate for large p, values it is applied only for |p,| < p,
else the function values at +p are used. We have checked by numerical integration of Eq.
(2.2.16) that the incoherent scattering function calculated with the approximation (2.2.20)
agrees to better than 0.3% with the incoherent scattering function calculated using the exact
expression for F'(k,cosf,p,) if p = 0.15 is used.
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Combining now Eq. (2.2.16), (2.2.19) and (2.2.20), we obtain for S;

S;(k,cos0)
—b

(& .
= (1—0417)7, if p;<-p

et a 1+2J;0p 1+ 2J;0|pi
= (1 i V2 \Epf [ — 222008 ) g [ 2200 Ise if p; <0
(1+ ap;)— 5 4J10\/> [ ( NG r NG . elseif p; <
e ? o \/7 14 2J;0p 1+2J0|p|
— 1—(1tap, 1/2[Ef(—%>_Erf<#>] Celseif p <
U en) =4 V2 V2 ey

—b
- 1-(1+ oqo)e7 . else (2.2.22)

where

1 5 1

= (I +2J0lpil)” = 5 (2.2.23)
2 2

and Erf is the error function. It is worth noticing that S; is always less or equal to unity.
This fact allows for using it as a rejection function in the sampling algorithm discussed in
the next section.

b=

The total incoherent scattering cross section aégﬁ) can be obtained by a numerical integra-

tion over all scattering angles from Eq. (2.2.15), (2.2.16) and (2.2.22). To avoid substantial
changes of the data preparation program PEGS4, we use instead the total Klein-Nishina

cross section, agﬁf), while tracking the photons through the geometry, and reject Compton

interactions with the probability 1 — aCE,?,‘;p / aKtﬁf once at the interaction site (fictitious cross

section method). This rejection probability results automatically (without calculating aégﬁﬁ))

from the sampling algorithm, as we shall see in the next section.

Another advantage of this approach is that the user can turn on or off binding effects and
Doppler broadening using the switch IBCMP (included in the common block COMIN/COMPTON-DATA—
see Section 3.3), without preparing two separate material data files. The only additional
data needed to simulate incoherent scattering in the impulse approximation are the Comp-
ton profile parameters J; o, taken from the tabulations by Biggs et al [31], and the occupation
numbers Z; and binding energies U; for all elements, taken from Lederer and Shirley [34].
These data are read in in subroutine init_compton which is called from HATCH.

2.2.2.ii Simulation of incoherent scattering events

The incoherent scattering cross section, differential in the photon scattering angle €2 =
(0, ¢) and the Doppler broadening parameter p,, per interaction site sampled from the total
Klein-Nishina cross section is

d Ocomp

(tot)
OKN

o; dQ dp,

Z 2LO(k — U;) o; dQ dp. (2.2.24)

d¢ Xgn(cosf) deosf  Ji(p.)F'(k,cosb, p.)O(p; — p.)dp:
" or

1 bi
J Xk (cos@)d cosd J dp.Ji(p-)F (K, cos 0, p.)
-1 —00
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It is then clear that the following algorithm produces the required number of rejections and
samples the differential cross section correctly, if the interaction is accepted:

1. Sample the shell number i using the probabilities Z;/Z

2. If the incident photon energy k is smaller than the binding energy U;, reject the inter-
action, else, sample cos 6, ¢ and p, using the differential cross section o; of the selected
shell as follows:

3. Sample the photon polar scattering angle 6 using

Xkn(cosf) decosb
1

[ Xkn(cos)d cos b
21

Pi(cosf) =

which is a normalized probability distribution function (PDF). The method for sam-
pling cos 6 will be explained below.

4. Calculate the maximum possible value of p,, p;, from Eq. (2.2.17), and S; from Eq.
(2.2.22).

5. If a uniformly distributed random number is greater then S;, reject the interaction

6. Sample p, from
Jz(pz)F(ku COS Qapz)Q(pi - pz>dpz

Pi
f dszz(pz>F<k7 COs 97Pz)

P2(pZ) =

which is a normalized PDF for p,. The sampling technique employed for this distribu-
tion function is explained below.

7. Sample the azimuthal scattering angle from d¢/(2m)
8. Calculate the energy k' of the scattered photon from Eq. (2.2.14)

9. The electron set in motion has then a kinetic energy of k — k' — U;, a polar scattering

angle 6, given by
_ L/
cos f, = kK cost (2.2.25)
VEk2 + k2 — 2kE cosf

and an azimuth opposite to the photon’s azimuth.

Note that if the user does not want to take into account binding effects and Doppler broad-
ening (the switch IBCMP is set to zero) the sampling algorithm consists of steps 3, 7 and 9
with &/ = k. and U; = 0.

As the shell with which the interaction takes place is explicitly determined in step 1, at the
end of the sampling algorithm the vacancy created by the Compton process is known. The
relaxation of shell vacancies with binding energies above the specified transport threshold
energies is performed in subroutine relax (see section 2.3) and may lead to the creation of
additional fluorescent photons and Auger and Coster-Kronig electrons on the stack. Many
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of the EGS4 based user codes assume that the outcome of an incoherent scattering process
is a scattered photon and a Compton electron. This assumption is obviously not satisfied
for EGSnrc, the outcome of an incoherent event may by any one of the following:

1. The original photon, if the interaction was rejected due to the one of the rejection
criteria

2. A scattered photon and a Compton electron, if all relaxation particles had energies
below the specified transport threshold energies (ECUT and PCUT)

3. A scattered photon, a Compton electron plus n relaxation particles, else.

See section 3.7.2 (page 139) for more information.

Finally, the portion of the binding energy that resulted in the creation of sub-threshold
relaxation particles is made known to the user via a call to the scoring routine AUSGAB with
the argument TARG=4.

We conclude this section with some details about steps 3, 4 and 6 of the sampling algo-
rithm.

Step 3, sampling of cosf: Following the EGS4 manual[11] we rewrite the PDF P; in
terms of € = k./k,

d 1
Pi(e) = Py(cos 6>dc§s€ =N (E + & — sin? 0) (2.2.26)

where N is a normalization constant that is irrelevant for the sampling algorithm. The

minimum and maximum possible values for ¢, e, and €.y, follow from cosf = —1 and
cos ) = 1, respectively, and are given by

1

min — T . A7 max — 1. 2227
Smin = 70k © (22.27)

Equation (2.2.26) can be further rewritten as

ay 1 Qs € esin? 6
P =N — — 1-— 2.2.28
1) (a1+a2){041+042 (€OZ1> +a1—|—a2 (Oé2>} { 1+€2} ( )

1— Er2nin
a; =1In (14 2k) , ay = ——== (2.2.29)

1/e/ay and €/ay are normalized PDF's, they can be used to sample ¢ with the probability
ay /(a1 + ag) and as/(ay + o), respectively. The expression of the square brackets has a
maximum of unity for e = 1 (sin@ = 0) and is thus a valid rejection function. The sampling
algorithm is then as follows:

with

3.1 Calculate eyin, a1, a2 and w = a1 /(a1 + o)

3.2 Pick three random numbers 7,75 and r3

2: Radiation transport in EGSnrc
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3.3 If i <w,
£ = Emin €Xp(r2ar1) , (2.2.30)
else,
e =1/e2. + 2rqan (2.2.31)

3.4 Calculate the rejection function (g), if r3 > g go to step 3.2

3.5 Deliver ¢ (and cos )

The efficiency of this algorithm goes to unity for & — oo and therefore this is the most
efficient algorithm at high incident photon energies. For & — 0, the efficiency approaches
2/3. In addition, the necessity to calculate a logarithm and an exponential function, two
CPU intensive calculations, makes this algorithm slower than a simple rejection technique
with a uniform sampling of €. The rejection function in this case is given by

1 1 1
g = (— + & — sin? 8) , Jmax = + Emin (2.2.32)

Gmax € min

and the algorithm is as follows

3.1 Calculate e, and gpax
3.2 Pick two random numbers r; and ry

3.3 Set
e=7r1+ (1 —71)emmn (2.2.33)

and calculate g
3.4 If ry > g, go to step 3.2

3.5 Deliver € (and cos6)

The efficiency of this algorithm is 2/3 for low energies and decreases with increasing k.
Because there are no CPU intensive calculations involved, it is faster up to & ~ 2 and used
by EGSnrc in this energy range.

Step 4, calculation of S;: The calculation of S; requires two numerically intensive oper-
ations, the computation of exp(—b) and the calculation of the error function that depends
on p;. The former is necessary for the sampling of p, in step 6, the latter can be avoided by
using an approximate formula for Erf (Eq. 7.1.25 of Abramowitz and Stegun [35]):

14 2J;0|pi _
e!/?Erf <+T’O‘p’> =e'? — e7t(ay + agt + azt?) (2.